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Abstract

We develop a practical algorithm to enumerate all ultrahomogeneous edge-colored graphs up to
a specified order. As input, the algorithm can take either a list of all coherent configurations or all
transitive permutation groups. Efficiency is achieved by pruning lexicographic products quickly. We
provide numerical data on the number of objects up to isomorphism for orders up to 34.

1 Introduction

Ultrahomogeneous structures are classical objects in model theory with applications in algebra and
combinatorics. A structure R is ultrahomogeneous if every isomorphism between two induced sub-
structures of R extends to an automorphism of R. We are interested in algorithms for generating and
handling finite ultrahomogeneous structures. In this paper we develop algorithms for the base case
of structures with irreflexive binary relations. These structures can always be translated into loopless
edge-colored graphs. In our search for ultrahomogeneous structures in the base case, it suffices to con-
sider vertex-monochromatic coherent configurations. These are binary relational structures that satisfy
certain regularity conditions implied by ultrahomogeneity. There is a well-known Galois correspondence
between coherent configurations and permutation groups. There are thus two starting points that we
can take for our search: coherent configurations or transitive groups. Since we are only interested in
ultrahomogeneous structures we can limit ourselves to so-called 2-closed permutation groups on the
permutation group side.
For various subclasses of finite ultrahomogeneous structures, explicit classifications are known. This

is the case for simple graphs [3, 12], directed [10], 3-edge-colored [11], vertex-colored [9], and vertex-
colored oriented [8] graphs. None of these classifications allow arbitrarily many edge colors. Also
the primitive permutation groups of finite binary ultrahomogeneous structures have recently been
classified [4].
As the class of graphs considered becomes larger, the classification of ultrahomogeneous objects

becomes ever more complicated. A computer assisted approach seems to be in order.
Results. We develop a practical algorithm to enumerate all ultrahomogeneous edge-colored graphs

up to a specified order. The algorithm takes as input a list of all coherent configurations or all transitive
permutation groups of at most the given order.
Techniques. First, we provide a fast practical algorithm that checks whether a given object is

ultrahomogeneous. Our algorithm can take either coherent configurations or permutation groups as
input and checks whether the graph induced by the input is ultrahomogeneous (Subsection 3.1).

The lexicographic product operation of graphs preserves ultrahomogeneity and it turns out that
many ultrahomogeneous objects are in fact lexicographic products of smaller ultrahomogeneous objects.
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Second, to avoid a combinatorial explosion, we develop a linear time algorithm to prune such products.
The algorithm takes as input a coherent configuration and determines that it is “not a lexicographic
product” or renders the input as “a product or not ultrahomogeneous” (Subsection 3.2). The crux
here is that in the latter case, we do not need to process the input since both non-ultrahomogeneous
objects and products can be discarded. This allows our algorithm to avoid checking regularity of the
input and thus run in time O(kn), where k is the rank of the configuration (number of colors/binary
relations) and n the number of vertices. The computational results are aggregated in Section 4.

2 Preliminaries

For k ∈ N we set [k] := {1, 2, . . . , k} and for a k-tuple t = (v1, v2, . . . , vk) we set πi(t) := vi. The
restriction of a map ψ to a set U is ψ|U . If φ is a restriction of ψ, then ψ is an extension of φ.

A binary relational structure is a tuple R = (V,R1, R2, . . . , Rk) where V is a set of vertices and
Ri ⊆ V 2 for each i ∈ [k]. We set V (R) := V . Throughout this paper we assume, for our purposes
w.l.o.g., that {Ri : i ∈ [k]} is a partition of V 2, there exists a d ∈ [k] such that Rd = {(v, v) : v ∈ V }
is the diagonal of R, and for each i ∈ [k] either Ri is symmetric or there exists j ∈ [k] such that
Rj = {(v, u) : (u, v) ∈ Ri}. All relational structures in this paper are binary and finite. Two relational
structures R = (V,R1, R2, . . . , Rk) and S = (W,S1, S2, . . . , Sk) are isomorphic if there exists a bijection
φ : V → W such that for all i ∈ [k] it holds that (u, v) ∈ Ri if and only if (φ(u), φ(v)) ∈ Si. In this
case φ is an isomorphism from R to S. If, additionally, R = S, then φ is an automorphism of R. The
automorphisms of R form a group, denoted by Aut(R). For a subset U of V the induced substructure
of R on U is R[U ] := (U,R1 ∩U2, R2 ∩U2, . . . , Rk ∩U2). A partial isomorphism from R to itself is an
isomorphism between two induced substructures of R. If every partial isomorphism from R to itself
extends to an automorphism of R, then R is ultrahomogeneous. The structures R and S are equivalent
if there exists a permutation σ of [k] such that R is isomorphic to (W,Sσ(1), Sσ(2), . . . , Sσ(k)).

A (vertex) coloring of R is a map χ : V (R) → C where C is some set of colors. Then (R, χ) is a
colored relational structure. An inclusion-wise maximal set U ⊆ V (R) with |χ(U)| = 1 is a color class
of (R, χ). The definitions of isomorphisms, automorphisms, and ultrahomogeneity directly transfer
to the context of colored structures, where it is important that isomorphisms preserve vertex colors.
Note that there is a 1:1-correspondence between colored relational structures we consider and complete
edge-colored digraphs, where the edge colors of the digraph correspond to the indices of the relations.

Coherent configurations. A relational structure R = (V,R1, R2, . . . , Rk) is a coherent configura-
tion1 if for every choice of three indices a, b, c ∈ [k] and (u,w) ∈ Ra the number of elements v ∈ V such
that (u, v) ∈ Rb and (v, w) ∈ Rc is a constant λab,c which is independent of the choice of u and w. A
coherent configuration R is symmetric if all the relations are symmetric.

Lexicographic products. Let R = (V,R1, R2, . . . , Rk) and S = (W,S1, S2, . . . , Sℓ) be two relational
structures such that Rk is the diagonal of R and Sℓ is the diagonal of S. The lexicographic product
of R and S is the relational structure R · S = (V ×W, Ṙ1, Ṙ2, . . . , ˙Rk−1, Ṡ1, Ṡ2, . . . , Ṡℓ) where Ṙi =
{((v, w), (v′w′)) ∈ (V × W )2 : (v, v′) ∈ Ri} and Ṡj = {((v, w), (v, w′)) : v ∈ V, (w,w′) ∈ Sj}. We
emphasize that the index i of Ṙi is at most k − 1 (otherwise the diagonal Ṡℓ would have a non-empty
intersection with Ṙk). Observe that the relations of R · S indeed form a partition V ×W . We say
that R or S is a trivial factor of R · S if |V | = 1 or |W | = 1, respectively.

Lemma 1. If |W | ≥ 2 and mini∈[k]{|Ri|} ≥ |V |, then maxj∈[ℓ] |Ṡj | < mini∈[k−1] |Ṙi| . In particular,

if R is a coherent configuration and S is a non-trivial factor of R·S, then maxj∈[ℓ] |Ṡj | < mini∈[k−1] |Ṙi|.

1Technically these are colored coherent configurations and usually the underlying uncolored object is considered, i.e.,
the ordering of the relations is ignored. Certain coherent configurations are sometimes called association schemes.
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In general, we say that a structure is a lexicographic product whenever it is equivalent to a lexico-
graphic product. We say that R is prime if |V (R)| ≥ 2 and every structure R′ equivalent to R satisfies:
R′ = S1 · S2 implies min{|V (S1)|, |V (S2)|} = 1.

Groups. The symmetric group of a non-empty set V is Sym(V ). A permutation group Γ on V is a
subgroup of Sym(V ). For v ∈ V and γ ∈ Γ we set vγ := γ(v). An action of Γ on V is a homomorphism ϕ
from Γ to Sym(V ). The image of Γ under ϕ is a subgroup of Sym(V ) called the permutation group
induced by Γ on V , denoted ΓV . The orbit of x ∈ V is xΓ := {xγ : γ ∈ Γ}. We say Γ is transitive
on V if xΓ = V for all x ∈ V . The stabilizer of x ∈ V is StabΓ(x) := {γ ∈ Γ: xγ = x}. The pointwise
stabilizer of X ⊆ V is pwStabΓ(X) :=

⋂
x∈X StabΓ(x). If Γ is a transitive permutation group on V ,

then the partiton of V ×V into orbits of Γ is a coherent configuration R(Γ). Note that Γ ≤ Aut(R(Γ)).
If equality holds, then Γ is 2-closed, that is, Γ equals its 2-closure, which is the largest subgroup
of Sym(V ) which preserves the orbits of Γ on V × V . A coherent configuration R such that R = R(Γ)
for some transitive permutation group Γ is called Schurian.

Block systems. Let Γ ≤ Sym(V ) be transitive. A block is a set B ⊆ V such that Bγ = B or
Bγ ∩B = ∅ for all γ ∈ Γ. If |B| ∈ {1, |V |}, then B is trivial. If B is a block, then B := {Bγ : γ ∈ Γ} is a
block system of V . Note that B is a partition of V which is invariant under the action of Γ. A Schurian
coherent configuration R is imprimitive if Aut(R) is imprimitive, that is Aut(R) admits a non-trivial
block system.

Lemma 2. If R is a coherent configuration, then up to equivalence there is a unique factorization of R
into prime factors with respect to the lexicographic product.

Proof sketch. We first observe that, up to equivalence the lexicographic product is associative. Next,
it can be shown that if R · S = R′ · S ′ then S ≤ S ′ or S ′ ≥ S ′, meaning S is an induced substructure
of S ′ or vice versa. Finally we observe that if S < S ′ then R′ · S ′ is equivalent to R′ · T · S for some
structure T .

As for graphs [11], for coherent configurations lexicographic products also preserve ultrahomogeneity.

Lemma 3. If R and S are relational structures, then R · S is ultrahomogeneous if and only if both
structures R and S are ultrahomogeneous.

3 Algorithms

Let R = (V,R1, R2, . . . , Rk) be a coherent configuration. For our practical computations and their
analysis we assume that V = [|V |] and that we are given R as a |V | × |V |-adjacency matrix A(R) with
Ai,j = s precisely if (i, j) ∈ Rs.

Definition 4. For a subset W ⊆ V , the neighborhood partition PR(W ) is the partition of V \W where
two elements i, j ∈ V \W are in the same part if and only if A(R)w,i = A(R)w,j for every w ∈W .

3.1 Checking ultrahomogeneity

Lemma 5. If (R, χ) is a colored binary relational structure, then (R, χ) is ultrahomogeneous if and
only if the following conditions hold for every color class C of (R, χ):

1. C is an orbit of Aut((R, χ)).

2. For some (and thus by Part 1 every) vc ∈ C the structure (R[V (R) \ {vc}], χvc) is ultrahomo-
geneous, where χvc is a coloring whose color classes form the meet of the neighborhood partition
PR({vc}) and the color classes of χ (i.e., it is the coarsest partition which is finer than both of
them).
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function is ultrahomogeneous(A,W );
Input : an adjacency matrix A of a coherent configuration R and a subset W ⊆ V (R)
Output: true if R is ultrahomogeneous with respect to W and false otherwise

1 if there is a part in PR(W ) on which pwStab(W ) does not act transitively then return false;
2 L := a list containing precisely one vertex of every part in PR(W );
3 for v ∈ L do
4 if is ultrahomogeneous(A,W ∪ {v}) == false then return false;
5 end
6 return true;
Algorithm 1: Checking if a coherent configuration R is ultrahomogeneous. The input is the
adjacency matrix A of R and a set of vertices W (default: empty).

Theorem 6. A coherent configuration R is ultrahomogeneous if and only if Algorithm 1 returns “ true”
when called on the input (A,W ) with A = A(R) and W = ∅.

Proof. For {w1, w2, . . . , ws} ⊆ V (R) observe that the neighborhood partition PR({w1, w2, . . . , wi}) is
precisely the partition ofR[V (R)\{w1, w2, . . . , wi}] into the color classes with respect to (((χw1)w2)...)wi

(for the definition of this coloring, see Lemma 5). Recursively applying Lemma 5 yields the theorem.

Ignoring the running time of basic group theoretic algorithms (i.e., using the Schreier-Sims algorithm
to compute point-wise stabilizers), the running time of Algorithm 1 can be bounded using the number
of irredundant bases up to equivalence under the group action. However, using some heuristics in
particular to deal with permutations of the sequences of chosen points, one can significantly reduce
this running time requirement.

3.2 Checking lexicographic products

Lemmas 2 and 3 imply that once we have, up to some order, the number of ultrahomogeneous relational
structures that are not a lexicographic product, we can compute the number of all such structures,
including the products. We therefore develop a fast algorithm that can discard lexicographic products.

Input : the adjacency matrix A(R) of a coherent configuration R = (V,R1, R2, . . . , Rk)
where R1 is the diagonal of R and |Ri| ≤ |Rj | whenever i ≤ j

Output: either “not a lexicographic product” or “lexicographic product or not
ultrahomogeneous”

1 if k ≤ 2 then return “not a lexicographic product”;
2 min j := 2;
3 choose v0 ∈ V (R);
4 for i from 1 to k − 1 do
5 choose v ∈ V (R) with (v0, v) ∈ Ri;
6 for w ∈ V (R) \ {v0, v} do
7 if Av0w ̸= Avw then min j := max(min j, Av0,w + 1, Av,w + 1);
8 end
9 if i+ 1 == min j then return “lexicographic product or not ultrahomogeneous”;

10 end
11 return “not a lexicographic product” ;

Algorithm 2: Check if a coherent configuration is a non-trivial lexicographic product.

Theorem 7. The output of Algorithm 2 is correct.

Assuming the relations are already ordered by size, the running time of Algorithm 2 is O(kn) where k
is the number of relations (rank) and n the number of vertices. Note that the fact that not even the
entire input has to be checked is achieved by leveraging the assumed ultrahomogeneity.
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4 Computations

Ultrahomogeneity implies coherence, and there is a complete database of coherent configurations of
order at most 34 [6] (see also the paper series of Hanaki and Myamoto [5, 7]). Complete data for 38 is
also available.

Our approach for the generation of ultrahomogeneous binary relational structures is to run our
ultrahomogeneity test (Algorithm 1) on the configurations.

Thin coherent configurations are omitted in the data base of coherent configurations [6]. Since
every transitive thin coherent configuration is ultrahomogeneous and the thin coherent configurations
correspond exactly to the transitive permutation groups, they exactly account for the difference.

We used SageMath [13] for our computations. The coherent configurations are given via adjacency
matrices. To filter out some of them we have the following observation.

Lemma 8. If a coherent configuration is ultrahomogeneous, then it is Schurian.

Proof. Suppose R = (V,R1, R2, . . . , Rk) is an ultrahomogeneous coherent configuration. We argue
that R′ := R(Aut(R)) is equivalent to R. It is clear that R′ is at least as fine as R, that is, if (v, w)
and (v′, w′) are in the same relation of R′ then they are in the same relation of R. For the other
direction, if (v, w) and (v′, w′) are in the same relation of R then by ultrahomogeneity there is an
automorphism mapping (v, w) to (v′, w′), and thus the two pairs are in the same relation of R′.

Thus we may restrict our attention to Schurian coherent configurations. Using Algorithm 2 we filter
out the lexicographic products and then apply Algorithm 1 to the remaining configurations.

The fact that we can limit ourselves to Schurian coherent configurations is crucial since this gives
us an alternative for order 31. Rather than considering the 98307 coherent configurations of order 31,
we make use of GAP [2] and the AssociationSchemes [1] package. By the Galois correspondence,
Schurian coherent configurations are in 1:1-relation with 2-closed groups. Hence we first compute
the list consisting of the 2-closures of the 12 transitive groups of degree 31. There are 8 resulting
Schurian coherent configurations coming from these groups (including one thin coherent configuration),
whose adjacency matrices can be obtained using the AssociationSchemes package, and then we apply
Algorithm 1 to check for ultrahomogeneity. This approach is equivalent to working with the matrices,
and in this particular case it reduced the workload significantly. Indeed, it turns out that there are
orders for which there are significantly fewer transitive groups, while there are other orders for which
there are significantly fewer coherent configurations. The total computation was less than one day on
a personal computer (Intel i7 at 2.8 GHz).

Figure 1: Numerical data surrounding ultrahomogeneity of vertex-monochromatic coherent configura-
tions.
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In Figure 1 we depict the number of ultrahomogeneous relational structures of order up to 34. On
the left side, we present the total number of ultrahomogeneous coherent configurations which are not
lexicographic products, compared to the total number of homogeneous coherent configurations. On
the right side, we show the number of imprimitive coherent configurations and symmetric coherent
configurations within the overall count of ultrahomogeneous coherent configurations.

5 Future work

We generated all ultrahomogeneous edge-colored graphs up to order 34. In particular by the pruning
of lexicographic products, our algorithms are comfortably efficient enough to compute the number
of ultrahomogeneous graphs in the order ranges in which the coherent configurations are available.
However, there is ample room for speeding up the algorithms using additional pruning. Algorithm 1
can be sped up by considering only canonical sequences of points v chosen recursively. More pressing
is an analysis of the ultrahomogeneous graphs that are not lexicographic products. Certain other
ultrahomogeneity preserving general constructions are known, but the question of whether we can use
product structures to provide a concise classification, preferably admitting efficient algorithms, remains.
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