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Abstract

We consider Maker-Breaker domination games, a variety of positional games, in which two players
(Dominator and Staller) alternately claim vertices of a given graph. Dominator’s goal is to fully
claim all vertices of a dominating set, while Staller tries to prevent Dominator from doing so, or at
least tries to delay Dominator’s win for as long as possible.

We prove a variety of results about domination games, including the number of turns Dominator
needs to win and the size of a smallest dominating set that Dominator can occupy, when considering
e.g. random graphs, powers of paths, and trees. We could also show that speed and size can be far
apart, and we prove further non-intuitive statements about the general behaviour of such games.

We also consider the Waiter-Client version of such games.

1 Introduction

Let a hypergraph H = (X,F) and two integers m, b ≥ 1 be given. The (m : b) Maker-Breaker game
on (X,F) is played as follows. Maker and Breaker alternate in moves, where in a move Maker claims
up to m unclaimed elements of the board X, and Breaker claims up to b unclaimed elements of X.
Maker wins if during the course of the game she manages to claim all elements of a winning set, i.e. a
hyperedge from F , while Breaker wins otherwise. Surely, this outcome can depend on who makes the
first move. Therefore, whenever it makes a difference in the following, we will state clearly whom we
assume to be the first player. If m = b = 1, the game is called unbiased ; and otherwise it is called
biased. For a nice overview about positional games in general we recommend the monograph [15] as
well as the survey [18].

Let G = (V,E) be a graph. We denote the set of vertices of G by V (G) and let v(G) = |V (G)|.
We will mostly focus on Maker-Breaker domination games, a certain variety of Maker-Breaker games,
which were recently introduced by Duchêne et al. [9]. While most Maker-Breaker games are played on
the edge set of some graph, domination games are played on the vertex set of a given graph G instead.
Two players, who are called Dominator and Staller, alternately claim vertices of G, and Dominator
(who is playing as Maker) wins if and only if she manages to occupy all vertices of a dominating set,
which is a subset of V (G) such that every v ∈ V (G) is either a neighbour of the dominating set or
part of this subset itself. Note that the renaming of the players Maker and Breaker as Dominator and
Staller is done to be consistent with the usual domination games; for an overview on these games we
recommend the book [4].
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Let γMB(G,m : b) denote the smallest number of rounds in which Dominator can always win the
(m : b) Maker-Breaker domination game on G, provided that she starts the game, and where we set
γMB(G,m : b) = ∞ if Dominator does not have a winning strategy. Similarly, let γ′MB(G,m : b)
denote the smallest number of rounds for the case when Staller starts the game, and for short, let
γMB(G) := γMB(G, 1 : 1) and γ′MB(G) := γ′MB(G, 1 : 1).

2 Known results

In their paper which introduced Maker-Breaker domination games, Duchêne et al. [9] proved that
deciding who wins an unbiased Maker-Breaker domination game is PSPACE-complete. On the other
hand, Gledel et al. [13] put a focus on the number of rounds which Dominator needs to win, and
determined γMB(G) and γ′MB(G) precisely when G is a tree or a cycle. Partial results for Cartesian
products and paths [8, 11] as well as Corona products [7] of graphs were obtained afterwards as well.
Additionally, Gledel et al. [13] provided examples which show that the domination number γ(G) of a
graph G and the Maker-Breaker domination numbers γMB(G) and γ′MB(G) can take arbitrary values
with the obvious restriction that γ(G) ≤ γMB(G) ≤ γ′MB(G). In particular, all these three values can
be arbitrarily far apart from each other.

Theorem 1 (Theorem 3.1 in [13]). For any integers 2 ≤ r ≤ s ≤ t, there exists a graph G such that
γ(G) = r, γMB(G) = s and γ′MB(G) = t.

3 Our results I: unbiased games

First we are interested in the general behaviour of domination games in the unbiased setting and, in
particular, to find necessary or sufficient conditions for Dominator to win in given time. In this regards,
Gledel et al. [13] already proved the following proposition. For this, for a graph G, let Xγ(G) denote
the number of dominating sets of size γ of G.

Proposition 2 (Proposition 3.3 in [13]). If G is a graph and Xγ(G) < 2γ(G)−1, then γMB(G) > γ(G).

Instead of looking at the number of smallest possible dominating sets, we proved the following
minimum degree condition for Dominator to have a winning strategy.

Theorem 3. Let n be a positive integer and let δ(G) denote the minimum degree of G. If G is a graph
on n vertices with δ(G) > log2(n) − 1, then Dominator wins the (1 : 1) Maker-Breaker domination
game on G.
Moreover, the bound on δ(G) is asymptotically best possible. For infinitely many n, there is a graph G

on n vertices and with δ(G) > log2(n)− 2 such that Staller wins the (1 : 1) Maker-Breaker domination
game on G.

Next to this, when asking for the existence of winning strategies, it seems natural to study the
behaviour of the Maker-Breaker domination game when played on a randomly chosen graph. Let
G ∼ Gn,p denote a graph sampled from the binomial random graph model, where each edge of a graph
with n vertices is present with probability p. When we play a Maker-Breaker domination game on
such a graph with constant probability p, we have the following bound on the number of turns that
Dominator needs to win.

Theorem 4. If p ∈ (0, 1) is constant and G ∼ Gn,p, then a.a.s.

γMB(G) = (1 + o(1)) log1/(1−p)(n).

Although the proofs of both Theorem 3 and Theorem 4 can be done with fairly standard methods
from positional games theory, we believe that these statements are important for getting a general
intuition for domination games and for predicting the outcome of such games.
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4 Our results II: biased games

A lot of research in positional games considers games with a bias, yet we do not know of any paper
considering biased versions of Maker-breaker domination games. As a first step, we extend [13] by
proving results for biased game in which Dominator wants to dominate all vertices of the power of
any path, or all vertices of a tree. Let P k

n denote the k-th power of a path with n vertices. Then the
following theorem holds which can be proven with an inductive argument that mainly involves ad-hoc
winning strategies with case distinctions.

Theorem 5. For all integers b, k ≤ n it holds that

γMB(P k
n , b : 1) =

⌈
n− 1

b(2k + 1) − 1

⌉
.

For a given a tree T and a bias b, let us say that T is b-good if we can recursively delete vertices,
which have exactly b leaf neighbours, and also delete these leaf neighbours, until we reach a forest
where every vertex has at most b− 1 leaf neighbours. Then the following holds.

Theorem 6. Let T be a tree with v(T ) ≥ 2. Then the following are equivalent:

(i) Dominator wins the (b : 1) game on T when Staller is the first player.

(ii) T is b-good.

While the proof of the implication (i)⇒(ii) is a simple exercise, the other direction is less trivial.
Here, we do an induction for a slightly stronger statement which considers games in which Dominator’s
goal is to dominate only a certain subset of vertices of T . Moreover, by having this more general
statement we are also able to give an analogue theorem for the case when Dominator is the first player.
We skip the details here, and will soon make them available on arXiv.

Additionally, in the case that a given tree T is not b-good, we are still able to prove the following
quantitative statement.

Theorem 7. For every tree T it holds that Dominator can dominate at least
(

1 − 1
(b+1)2

)
v(T ) vertices

in the (b : 1) game on T . Moreover, the bound is sharp.

Note that for the above games involving trees, we do not consider Staller’s bias to be larger than
1 due to the fact that with bias 2, Staller can already win the game within one round, by claiming
a leaf and its neighbour. Still, for other graphs, it makes sense to increase Staller’s bias and in fact,
interesting (and maybe surprising) behaviours can be shown, see Theorem 8.

Before stating this theorem, note that a nice property of (m : b) Maker-Breaker games is that these
are monotone with respect to each of the biases m and b. That is, roughly speaking, increasing the bias
of one of the players can never be a disadvantage for this player; see e.g. [2, 15]. This observation leads
to the natural definition of threshold biases, which in many cases have proven to be related to properties
of random graphs, see e.g. [12, 17]. When both biases get increased simultaneously, we however cannot
expect monotonicity in general. For an example, Balogh et al. [1] considered the 2-diameter game in
which Maker’s goal is to occupy a spanning subgraph of Kn with diameter 2, and they proved that
Breaker wins the (1 : 1) variant of this game, while Maker has a winning strategy for the (2 : b) variant
even when b ≤ 1

9n
1/8(log n)−3/8, provided n is large enough. In particular, the (b : b) variant is won by

Maker for every constant b ≥ 2 if n is large.
Now, looking only at these fair (b : b) games, the above example could still be considered to be

monotone for all b ≥ 1, since increasing b never worsens Maker’s chances of winning. So, one could
wonder whether such a behaviour always holds for fair Maker-Breaker games. With our next result we
show that this is not the case, even for Maker-Breaker domination games.

Theorem 8. Let B ⊂ N be any finite set. Then there exists a graph G, such that Dominator wins the
(b : b) Maker-Breaker domination game on G (when Dominator starts) if and only if b /∈ B.
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5 Our results III: speed and size

Another interesting question is the following: when playing the (m : b) Maker-Breaker domination
game on a graph G, of what size is the smallest dominating set which Dominator can always claim?
Let sMB(G,m : b) and sMB(G) = sMB(G, 1 : 1) denote this values when Dominator starts the game,
and let s′MB(G,m : b) and s′MB(G) = sMB(G, 1 : 1) denote this value when Staller starts, where again
we set such a value to ∞ if Dominator does not have a winning strategy. A priori it is not clear why
the minimal number of rounds and the minimal size of a dominating set that Dominator can achieve
should be different. In fact, from the proofs in [13] it can be deduced easily that γMB(G) = sMB(G)
and γ′MB(G) = s′MB(G) hold when G is a tree or a cycle. However, in contrast to this, we can prove the
following statement which, roughly speaking, says that all these parameters in questions can take almost
arbitrary values and hence can be arbitrarily far apart. Note that this statement is a strengthening of
Theorem 1 from [13].

Theorem 9. For any biases m ≤ b and any integers r, s, s′, t, t′ such that m+ 1 ≤ r,max{2m+ 1, r} ≤
s ≤ s′, t ≤ t′, s ≤ m · t, s′ ≤ m · t′, there exists a graph G such that

γ(G) = r,

sMB(G,m : b) = s and γMB(G,m : b) = t

s′MB(G,m : b) = s′ and γ′MB(G,m : b) = t′.

One step in the proof of this theorem is to provide a construction which allows us to transfer
constructive results from general Maker-Breaker games to domination games. We can also use this
transference construction to prove the following rather non-intuitive result:

Theorem 10. For any biases m, b with m ≤ b and any integers t > s ≥ 2m + 1, there exists a graph
G such that sMB(G : m : b) = s, but Dominator cannot occupy a dominating set of size s before she
has occupied another minimal dominating set of size t.

Moreover, with similar arguments, we can show the following result which roughly states that claim-
ing a smallest possible dominating set can take Dominator arbitrarily much longer than claiming an
arbitrarily large dominating set which can be claimed in optimal time. Hence, as already supported
by Theorem 9, studying the parameters sMB and γMB can be two very different problems which may
require very different tools when proving exact results.

Theorem 11. For any biases m, b with m ≤ b and any integers t′ ≥ t ≥ s′ ≥ s ≥ 2m + 1, there exists
a graph G such that γMB(G,m : b) = t and sMB(G,m : b) = s, but in the (m : b) Maker-Breaker
domination game on G we have that

� s′ is the smallest size of a dominating set that Dominator can get within t rounds,

� t′ is smallest number of rounds that Dominator needs to claim a dominating set of size s.

6 Our results IV: Waiter-Client domination games

Another variety of Maker-Breaker games are Waiter-Client games (earlier called Picker-Chooser games,
see e.g. [2]), which have received increasing attention lately, ranging from results on fast winning
strategies [5, 10] over biased games [3, 14, 19] to games played on random graphs [6, 16]. In the following
we will stick to the case of unbiased Waiter-Client games. On a given hypergraph H = (X,F), these
games are played almost the same way as Maker-Breaker games with the following difference: In every
round, Waiter chooses two unclaimed elements of the board X and then Client decides which of these
elements goes to Waiter while the other one goes to Client. Waiter wins if and only if she manages to
claim all elements of a winning set from F .
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So far, domination games have not been studied in this setting. So, we also aim to give first results for
Waiter-Client domination games and on the relation of Waiter-Client and Maker-Breaker domination
games. Given a graph G, we define the Waiter-Client domination game on G in the obvious way:
Dominator (playing as Waiter) offers two unclaimed vertices of G and then Staller (playing as Client)
picks one of these vertices for himself and the other goes to Dominator. In accordance with previous
notation, we denote with γWC(G) the smallest number of rounds in which Dominator can always occupy
a dominating set in the Waiter-Client domination game on G, and we let sWC(G) denote the size of
the smallest dominating set that Waiter can always claim. For our first results in this setup, we can
prove that for cycles and trees the game behaves the same way as in the Maker-Breaker setting [13]
(when Breaker starts).

Theorem 12. For every n ≥ 3,

γWC(Cn) = sWC(Cn) =
⌊n

2

⌋
.

Theorem 13. Let T be a tree on n vertices. If T has a perfect matching, then

γWC(T ) = sWC(T ) =
n

2
.

In all other cases, Dominator does not win the (1 : 1) Waiter-Client domination game on T .

Due to these results and due to the fact that in the literature, Waiter most of the time can play at
least as good as Maker can do in the analogue game with same winning sets, it seems natural to wonder
whether relations such as γWC(G) ≤ γMB(G) can be proven for arbitrary graphs G. As our last result
we negate this with the following theorem which states that the parameters γWC(G) and γMB(G) can
take almost arbitrary values and, in particular, γWC(G) can be much larger than γMB(G). The proof
again uses our transference argument from the previous section together with suitable hypergraphs on
which either Maker (in the usual Maker-Breaker game) or Waiter (in the usual Waiter-Client game)
can win fast, while the other player does not have a strategy that ensures a fast win.

Theorem 14. For all integers s, t ≥ 7 there is a graph G such that γ′MB(G) = s and γWC(G) = t.
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